
 
Christopher Graves 2014 

 

Back to our roots: the Science Beneath the Art of Public RelationsTM 

While public relations once called itself an applied social science, it now risks being left behind 

as anachronistic.  After decades of fine tuning its execution in media relations, mapping 

influencers, developing detailed plans to segment and target separate audiences for messaging, 

PR has not kept pace with scientific discoveries in behavioral economics, neuroscience and 

narrative theory. But now, by connecting three historic accidents and discoveries, we can 

revitalize this social science to bring far more effectiveness and scientific underpinning to the art 

of narrative that lies at the very core of successful public relations and all communications. This 

is a three-part series revealing three compelling lessons communicators can learn from three 

historic scientific events.  

Part Two:  The Backfire Effect & How to Change Minds 

Changing someone’s mind, persuading them to rethink their position, can feel nearly impossible. 

While ubiquity of information should provide enough public domain evidence to solve every 

argument, the opposite has happened; facts polarize people rather than bring them together in a 

moment of epiphany. The English philosopher Francis Bacon articulated this four centuries ago, 

writing: 

 “The human understanding when it has once adopted an opinion (either as being the 

received opinion or as being agreeable to itself) draws all things else to support and 

agree with it. And though there be a greater number and weight of instances to be found 

on the other side, yet these it either neglects and despises, or else by some distinction 

sets aside and rejects; in order that by this great and pernicious predetermination the 

authority of its former conclusions may remain inviolate.” 

In 1979, professor of psychology and author Charles G. Lord sought answers1 as to whether we 

might overcome the Bacon principle, or whether humans are always held hostage to their initial 

beliefs even in the face of compelling and contradictory evidence. After identifying two groups of 

respondents into their respective beliefs as to whether capital punishment is an effective 

deterrent to crime, he then supplied each group with a summary of research showing either that 

capital punish is or is not effective. That was followed by a more robust, scientifically sound 

piece of research that supported the summary.  Then, he exposed each group to different 

research with opposite findings. Rather than softening their initial beliefs when evidence 

challenged them, each group discounted the research that did not align with their pre-existing 

beliefs, saying it was not as sound as the research that agreed with them. Scientists call this 

phenomenon “confirmation bias.” Lord and his co-researchers determined that objective 

evidence "will frequently fuel rather than calm the fires of debate." 

Since then, an entire field of research around confirmation bias (also sometimes called 

“motivated reasoning”) has sprung up. While it may not have been particularly surprising that 

people cling to their beliefs to the degree that they filter out any evidence that challenges their 

                                                           
1 “Biased Assimilation and Attitude Polarization: The Effects of Prior Theories on Subsequently Considered 

Evidence” by Lord, Ross, Lepper, 1979 
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beliefs, an unexpected finding of the experiment was a backfire. Indeed it is now called the 

“backfire effect.” Research has shown that when people are shown evidence they may be 

wrong, they not only discount that evidence, they become even more extreme in their original 

belief.  

Drew Westen, director of the departments of psychology and psychiatry at Emory University, 

performed an updated version of Lord’s experiment using fMRI brain scans. He had subjects 

self-identify as to political views and split them into two groups. He showed them their rival 

party’s presidential candidate reversing himself on an issue. He then showed them their own 

favorite candidate also reversing himself. Just as with Lord’s experiment, both groups clung to 

their initial beliefs in the face of new evidence undermining those beliefs. They saw their favorite 

candidate’s reversal of views as something smart, while condemning the flip-flops of the other 

candidate. When peering into what was going on in their brains during all this, Westen 

observed, “We did not see any increased activation of the parts of the brain normally engaged 

during reasoning. What we saw instead was a network of emotion circuits lighting up, including 

circuits hypothesized to be involved in regulating emotion, and circuits known to be involved in 

resolving conflicts."   

When partisan subjects saw their own favorite candidate “flip-flopping” on an issue, Westen’s 

research2 showed correlations in the brain with areas that govern dissonance and even pain 

(the anterior cingulate cortex). The theory goes, therefore, that we tell ourselves little lies and 

reject contradictory evidence to make that dissonance, that pain of being wrong, go away. 

Worse, says Westen, once we do that, another part of the brain (ventral striatum) kicks in with 

brain chemical rewards (dopamine) to reinforce that little lie. The implication is that humans are 

wired through evolutionary development to resist being proven wrong.  

Jason Reifler, assistant professor of political science at Georgia State University, has also 

pushed the investigation into motivated reasoning. In 20113, he also encountered a strong 

“backfire effect” when presenting subjects with evidence they were incorrect. Even if the 

evidence appeared to be incontrovertible, subjects still discounted a truth they could find easily 

in the public domain rather than change their minds. They, too, dug in their heels and reported 

feeling even more convinced and determined than ever after seeing evidence contradicting their 

views.  But Reifler did discover an interesting avenue to opening minds. He found that if you first 

primed subjects with self-affirming attributes (e.g. letting them write about value important to 

them and an instance when they felt particularly good about themselves) they were more 

flexible and more willing to reconsider their views. He attributes this to disassociating the identity 

of the person from their view. If you do not do this, he theorizes, then a person’s identity and 

self-esteem is inextricably linked to the view they’ve espoused, so attacking their view amounts 

to attacking them as a person. Reifler also found, without being to explain why, that graphical 

evidence tends to persuade more effectively than text.  

                                                           
2 “Neural Bases of Motivated Reasoning: An fMRI Study of Emotional Constraints on Partisan Political 

Judgment in the 2004 U.S. Presidential Election,” Westen et al, 2006 
3 “Opening the Political Mind? The effects of self-affirmation and graphical information on factual 

misperceptions,” Jason Reifler and Brendan Nyhan, 2011 
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Compounding this inability for humans to easily consider evidence they might be wrong is a 

principle known as “homophily.”  It is often defined as “birds of a feather flock together.” 

Homophily is a profound and primal force in humans that binds people together in clans, tribes 

or groups. But it also signals to tribes who is 

not an insider. Those who send cues they are 

from an out-group are exiled and nothing they 

say will be accepted at face value. The brain 

reinforces this evolutionary pull by rewarding 

those accepted into a group with a bit of 

oxytocin, also known as the “trust hormone” 

first encountered in life when newborns breast 

feed. The belongingness urge is so powerful 

among humans that the threat of being ejected 

from a group brings on a sharp activation of the 

anterior cingulate cortex—the region in the 

brain that governs physical as well as social 

exclusionary pain.  

Imagine now, if your communications overlook 

the huge power of homophily. You risk being 

immediately in the out-group. To avoid being 

rejected from the get-go, you must choose representatives with whom each group feels 

comfortable, messengers or narrators who send the proper cues that identify them as in-group 

members.  In some cases, you may choose only one group by design, further eliciting warm 

trust and passion from the in-group by wantonly differentiating from the out-group. One example 

is the PC vs Mac campaign from 2011 which reaffirmed those who identified with or aspired to 

belong to the Mac group that the PC tribe was uncool.  Someone sending verbal or physical 

cues that they are with the PC tribe would encounter immediate resistance from the Mac tribe 

and have little hope of changing their mind on an issue, especially if they fell prey to the 

evidence-driven confirmation bias.   In 

2013, Samsung understood the power of 

homophily within the Apple tribe and 

made an attempt to drain some of its 

coolness by creating an easily-duped, 

wait-on-line-all-night set of easily-

mocked hipsters whose tribal allegiance 

blinded them to out-of-date technologies. 

In a reversal of the PC vs. Mac 

approach, Apple fan-boys were suddenly 

the out-group. 
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Lesson for Communicators from 

Accident 2:  
Factual evidence alone does not change minds and can even 

backfire; affirmation of the audience can soften the blow of being 

wrong.  

 

While motivated reasoning is now a much-studied, widely-accepted 

phenomenon, it was not until neuroscientists could peer into the brain 

to begin to answer what might be going on in our brains when we reject 

evidence. The metaphor it “hurts to be wrong” turns out to be more 

literally true in the brain; the anterior cingulate cortex, a monitor of 

physical pain, becomes active when you are shown evidence you are 

wrong.  

When a company finds itself in a war of competing products, or finds its 

image and reputation under attack, the default strategy often seems for 

communicators opt for a battle plan or a defense based on evidentiary 

facts. But the human brain is wired to reject those facts if they are 

contrary to our existing beliefs, even if those beliefs are stereotyped, 

unfair or unreasonable. The brain heads off the pain of cognitive 

dissonance by discounting the evidence with a result of a worsening 

polarization of the target audience. Instead, we need to affirm the 

audience’s core values and thereby disassociate their identity from 

their belief, and then argue the position via a more emotional narrative 

structure.  

Homophily polarization dictates that your narrative cannot be 

presented in a vacuum and will always be held hostage by its bearer. 

Choosing the best in-group messenger is essential. 

As we will see next, it will be easier to change minds if you can 

transport the audience via a narrative.  

 


